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Abstract

Dealing with the conflicting objectives in reliability analysis of complex
engineering systems is always a challenging task. Here, we have taken two
conflicting objectives namely reducing cost and increasing the reliability of
a complex reliability system named life support system in space capsule
(LS3C) into consideration. A novel multi-objective evolutionary algorithm
named MOPSO-CD has been employed to get various Pareto Optimal
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Fronts (POFs) in accordance with different parameter tuning. The simulation
results so obtained provide a wide range of varieties of POFs to decision
maker (DM).

Keywords: Reliability, cost, multi-objective optimization problem (MOOP),
evolutionary algorithm, pareto optimal fronts (POFs), particle swarm opti-
mization incorporating crowding distance (MOPSO-CD).

1 Introduction

In today’s industrial scenario, DM are bound to take decisions for various
multiple conflicting objectives in uncertain environments for optimal RAMS
required industrial products [1–5]. Evolutionary algorithms usually designed
to find a better approximation to the complete Pareto-optimal front (POF),
which then allows the DM to decide, among many available alternatives.
The last two decades have witnessed enormous growth in the field of evolu-
tionary algorithms developed either for single objective or for multi-objective
problems [6–9]. The reason behind the enormous growth in the development
of EA is the nonlinear, non-differentiable, discontinuous, multi-modal objec-
tive functions correspond to a real-life industrial problem with almost no
idea about their behaviour [10, 11]. Hence, traditional optimization methods
fail to handle the complexities associate with complex real life industrial
optimization problems [12, 13].

In this work, we present the framework of the implementation of
MOPSO-CD for a complex bi-objective reliability cost optimization named
LS3C.

This article is structured as follows:
Section 2 provides the material and methods and consist of a brief descrip-

tion of MOPSO-CD and the considered MOOP problem associated with a
complex system named LS3C. Section 3 present the results and discussion
followed by the conclusion in Section 4.

2 Material & Method

2.1 MOPSO-CD

Multi-objective version of the most popular algorithm, particle swarm opti-
mization is named as MOPSO, which is a swarm-based technique [14, 15].
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Figure 1 The flow chart of MOPSO-CD.

Here, a particular version of MOPSO named as MOPSO-CD introduced
by Raquel and Naval [16] has been presented for getting the POFs of the
bi-objective reliability cost optimization problem associated with LS3C.
The flowchart of MOPSO-CD is depicted in Figure 1. More details about
the same can be find in [7, 16].
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Figure 2 Block diagram of LS3C.

2.2 LS3C

The continuous non-linear programming problem of LS3C is NP-hard
in nature [17–21]. It contains four subsystems, which are connected in
series, parallel and mixed configurations as represented in its block diagram
(Figure 2). This reliability optimization problem is to obtain the minimum
system cost and maximum system reliability simultaneously.

The above-mentioned system has subcomponents having component
reliability res, s = 1 . . . 4. The reliability and the cost of LS3C are given by

RLS3C = 1− re3[(1− re1)(1− re4)]2

− (1− re3)[1− re2{1− (1− re1)(1− re4)}]2

CLS3C = 2L1re
α1
1 + 2L2re

α2
2 + L3re

α3
3 + 2L4re

α4
4

where, L1, L2 = 100, L3 = 200, L4 = 150, αj = 0.6, j = 1 . . . 4.
Thus, the problem is to find decision variables (component reliability)

res, s = 1, 2, 3, 4 which minimize the overall system cost and its unreliability
and satisfy the imposed constraints, i.e.

Find (re1, re2, re3, re4) which minimize (QLS3C , CLS3C) subject to

0.5 ≤ res ≤ 1, s = 1 . . . 4.

3 Numerical Simulation and Discussion

In this section, we analyzed the results achieved by applying MOPSO-CD
correspond to different parameters setup for LS3C. Initially, we have started
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with constant inertia weight, subsequently the POFs corresponds to different
mutation probabilities and acceleration coefficients have been evaluated.

After performing several computation tests, various POFs obtain have
been presented by the help of various figures (Figures 3 to 26). For each com-
putation test, the swarm size is taken as 200 with 400 maximum generations
with an archive size of 200. Further, we have investigated the impression of
different parameter settings on the nature and behavior of POF. The following
investigation has been performed:

(i) The POFs corresponding to different inertia weights (w = 0.3, 0.6, 0.9,
1.20) have been evaluated.
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Figure 3 POF for LS3C for w = 0.3, c1 = c2 = 1.0 and Pmut = 0.3.
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Figure 4 POF for LS3C for w = 0.3, c1 = c2 = 1.0 and Pmut = 0.6.
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Figure 5 POF for LS3C for w = 0.3, c1 = c2 = 1.0 and Pmut = 0.9.
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Figure 6 POF for LS3C for w = 0.3, c1 = c2 = 2.0 and Pmut = 0.3.
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Figure 7 POF for LS3C for w = 0.3, c1 = c2 = 2.0 and Pmut = 0.6.
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Figure 8 POF for LS3C for w = 0.3, c1 = c2 = 2.0 and Pmut = 0.9.
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Figure 9 POF for LS3C for w = 0.6, c1 = c2 = 1.0 and Pmut = 0.3.
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Figure 10 POF for LS3C for w = 0.6, c1 = c2 = 1.0 and Pmut = 0.6.
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Figure 11 POF for LS3C for w = 0.6, c1 = c2 = 1.0 and Pmut = 0.9.
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Figure 12 POF for LS3C for w = 0.6, c1 = c2 = 2.0 and Pmut = 0.3.
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Figure 13 POF for LS3C for w = 0.6, c1 = c2 = 2.0 and Pmut = 0.6.
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Figure 14 POF for LS3C for w = 0.6, c1 = c2 = 2.0 and Pmut = 0.9.
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Figure 15 POF for LS3C for w = 0.9, c1 = c2 = 1.0 and Pmut = 0.3.
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Figure 16 POF for LS3C for w = 0.9, c1 = c2 = 1.0 and Pmut = 0.6.
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Figure 17 POF for LS3C for w = 0.9, c1 = c2 = 1.0 and Pmut = 0.9.
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Figure 18 POF for LS3C for w = 0.9, c1 = c2 = 2.0 and Pmut = 0.3.
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Figure 19 POF for LS3C for w = 0.9, c1 = c2 = 2.0 and Pmut = 0.6.
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Figure 20 POF for LS3C for w =0.9, c1 = c2 = 2.0 and Pmut = 0.9.
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Figure 21 POF for LS3C for w = 1.2, c1 = c2 = 1.0 and Pmut = 0.3.
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Figure 22 POF for LS3C for w = 1.2, c1 = c2 = 1.0 and Pmut = 0.6.
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Figure 23 POF for LS3C for w = 1.2, c1 = c2 = 1.0 and Pmut = 0.9.
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Figure 24 POF for LS3C for w = 1.2, c1 = c2 = 1.0 and Pmut = 0.3.
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Figure 25 POF for LS3C for w = 1.2, c1 = c2 = 1.0 and Pmut = 0.6.
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Figure 26 POF for LS3C for w = 1.2, c1 = c2 = 2.0 and Pmut = 0.9.

(ii) The acceleration coefficients (ACs) are either fixed at 1.0 or at 2.0 for
each of the above-mentioned inertia weights.

(iii) For the above-mentioned combination the mutation probability (MP) has
been tested for the values 0.3, 0.6 and 0.9.

By fixing w at 0.3 and c1, c2 at 1.0 and varying the mutation probability,
we get almost same POFs with good convergence as shown in Figures 3–5.
Further, POFs loses their uniformity on fixing the acceleration coefficients
at 2.0 for the same mutation probability and inertia weight. These POFs
are presented in Figures 6 to 8. When we set w at 0.6 and AC at 1.0, we
get diverse solutions for the different mutation probabilities. But on setting
the value of acceleration coefficients at 2.0, the POFs lose uniformity and
hence diverges. These POFs are reported in Figure 9 to 14. Similar results
have been obtained for w = 0.9 and w = 1.20, which are reported through
Figures 15–26. After that DM can adopt a decision making technique for
choosing the best available alternatives of his/her choice [22–26].

4 Conclusion

In this article, an evolutionary algorithm named MOPSO-CD has been
applied on a complex reliability multi-objective optimization problem named
LS3C for obtaining various POFs correspond to different parameter settings.
With the help of these POFs one can conclude that the implemented evolu-
tionary algorithm provides well-distributed pareto optimal points from which
DM can choose a particular solution of his/her choice. Further, it has been
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observed that the mutation probability, inertia weight along with acceleration
coefficients influencing the resultant POFs.
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