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Abstract

Various measures have been taken into account for the virus outbreak. But
how much it successes to control outbreak to fights against COVID-19.
Machine learning is used as a tool to study these complex impacts on various
stages of the epidemic. While India is forced to open up the economy after
an extended lockdown, the effect of lockdown, which is critical to decide the
future course of action, is yet to be understood. The study suggests Support
Vector Machine (SVM) and Polynomial Regression (PR) are better suited
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compared to Long Short-Term Memory (LSTM) in scenarios consisting of
sparse and discrete events. The time-series memory of LSTM is outperformed
by the contextual hyperplanes of SVM which classifies the data even more
precisely. The study suggests while phase 1 of lockdown was effective, the
rest of them were not. Had India continued with lockdown 1, it would have
flattened the COVID-19 infection curve by mid of May 2020. With the current
rate, India will hit the 8 million mark by 23 October 2020. The SVM model is
further integrated with an SIR (Susceptible, Infected and Recovered) model
of epidemiology, which suggests that 70% of India’s population is infected
by this pandemic during this 8 month and the peak reached in October 2020
if vaccine not found. With increasing recovery rate increases the possibility
of decreasing COVID-19 cases. According to the SVM model’s prediction,
90% of cases of COVID-19 will be end in February.

Keywords: COVID-19, machine learning, SVM, SIR model, lockdown
predictions.

1 Introduction

The world is challenged by the spread of COVID-19. It is a high conta-
gion, and therefore the World Health Organization (WHO) has declared it
a world public health emergency (Tomar and Gupta, 2020). The first out-
break of COVID-19 was detected in Hubei, China (Chakraborty and Ghosh,
2020), and it spread rapidly all over the world within a very short period
(Singh et al., 2020). The symptoms of COVID-19 are typically fever, cough,
breathlessness, fatigue, malaise, amongst others (T. Singhal, 2020).

India has a total of 17.7% population of the World (Hassanien et al.,
2020). The first case of COVID-19 was reported in India on 30th of January,
2020. India has had 1251 confirmed cases, and 32 deaths cases reported on
March 30th (Chatterjee et al., 2020).Two-thirds of casualties had diabetes,
cancer, or cardiovascular diseases. Most impacted age group is 80–89 years
of which 42.2% died out of which 32.4% had infections history of past and
belong to the age group of 70–79 years; 8.4% belong to age group 60–69
years and 2.8% belong to age group 50–59 years (Remuzzi and Remuzzi,
2020). On March 24th, 2020 the Indian government announced lockdown in
India. The human-to-human transmission rate was reduced by 50% of the
estimated rate due to lockdown (Paul et al., 2020).

India was going through the world’s biggest pandemic lockdown (Ghosh
et al., 2020), and COVID-19 cases in India were comparatively much lesser
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Table 1 Lockdown stages in India- describes the various lockdown stages from 25th of May
to 14th of April, 2020

Lockdown Stages Dates (in 2020) Remarks

Lockdown 1 (LC1) 25th March to 14th April Everything closed except for emergency
workers*

Lockdown 2 (LC2) 15th April to 3rd May Relaxation 1*

Lockdown 3 (LC3) 4th May to 17th May Relaxation 2*

Lockdown 4 (LC4) 18th may to 31st of May Relaxation 3*

No Lockdown 1st of June to till date Restriction 1*

*Date wise guidelines at https://www.mha.gov.in/media/whats-new

than other countries suggesting a much lesser rate of spread. However, the
lockdown affected the daily wagers very badly and the substantial percent-
age of them were migrant workers. Even though lockdown controlled the
COVID-19 infections in India, the economy suffered badly (Mahendra Dev
and Sengupta, 2020). The extended lockdown (Table 1) resulted in an exodus
of the migrant workers, resulting in the violation of many of the lockdown
measures. Even though the administration was trying their best, India, with
over 1.3 billion of the population (Hassanien et al., 2020) was facing the worst
challenges of the century.

After a lockdown period of more than 2 months, India had to revive
the economy, and at present, India faces a national and global emergency,
and it will take a considerable time to recover from this global pandemic
and return to normalcy (Ray et al., 2020). The COVID-19 infection trend
in India in the past few days are increasing. The administration and health
system in a certain part of the country is overwhelmed. Therefore, it is
critical to have a modelling system that allows parameters to be re pivoted to
incorporate the impact of prevailing situations and events, which may present
more precise predictions to help administration and health works respond
effectively.

Long Short Term Memory (LSTM) (Barmparis and Tsironis, 2020; Li
et al., 2020; Pandey et al., 2019; Petropoulos and Makridakis, 2020; Ribeiro
et al., 2020; Roosa et al., 2020; Tomar and Gupta, 2020) is expected to
be a good candidate for pandemic modelling where time-series analyses
are required and have dependencies on the past events. However, when the
time window is less (daily data pertaining only to past 2–3 months), the
analyses become challenging due to the lack of time-series data. Moreover,
it fails to incorporate the challenges posed by various discrete and sparse

https://www.mha.gov.in/media/whats-new
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Figure 1 Illustrates how the infection rate is increased state wise in India. Figure 1(a)
represents the state-wise infection on 14th of April and Figure 1(b) represents the state-wise
infection on the 7th of June. A relatively darker shade in colour demonstrates an increase in
infection.

events such as movements of migrants, compliance to the lockdown norms,
religious gatherings that are outliers otherwise but influences the prediction.
They add extra dimensions to the problem with frequent local minima and
maxima. With this context, it is felt that the Support Vector Machine (SVM)
may provide better prediction results with hyperplanes and generalization.
Polynomial regression is also tried.

2 Methodology and Data

Data are collected from https://www.covid19india.org/ which is the official
site of Government of India. Tensor flow library is used to create the models.
Data were taken until the 1st of July, 2020. An algorithmic comparison is
performed with LSTM to demonstrate that SVM outperforms LSTM with
a smaller data set with discrete and sparse events that bear no memory in
general even though they have high impacts on the results. Models are created
with the lockdown data (Table 1) for each of India’s lockdown stages. The
results are compared to demonstrate the effectiveness of various preventive
measures taken in each of those lockdown stages. A consolidated model
is created with all the available data until 1st of July and a prediction on
the spread of COVID-19 in India is performed for a period of 30 days in
advance. It is observed that Polynomial Regression provides comparable
results with this consolidated dataset and therefore, a similar prediction is
also performed alongside SVM. The SVM model is further coupled with SIR

https://www.covid19india.org/
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model of epidemiology to understand the projected Susceptible, Infected and
Recovered cases of COVID-19 in India over the next year.

2.1 Polynomial Regression

The polynomial regression is an exclusive method that operates for multiple
linear regression. It is mainly used to identify the non-linear association
between polynomial dependent and independent variables. It replaces linear
regression α ∈ Rdx into polynomial basis ψ(α) = Rdψ e.g. [1, α] =
[1, α, α2, α3, , , αd] (Magee, 2016). With polynomial features degree of
4, more than 99% of accuracy is achieved.

2.2 SVM

SVM optimizes hyperplane distances and the margins. Hyperplane dis-
tance can be maximized based on two-class boundaries using the following
Equation (1) (Hassanien et al., 2020)

SVM =

{
W.Ai + v ≥ 1, if Bi ≥ 0
W.Ai + v < −1, if Bi < 0

}
(1)

For i = 1, 2, 3, 4, . . . n. For handling the non-linearity as displayed in
Equation (2) a positive slack variable (ζ)

Bi(W.Ai + v) ≥ 0− ζ (2)

Accordingly, objective function will be as an Equation (3) and m
represent value 0

Min
i=n∑
i=m

1

2
w · wt +C

t=n∑
i=m

1

2
ζi (3)

W represents weights matrix; A is the input vector, v represents bias
vector, B is the output classes, ζi is represent a slack variable.

The kernel function of the polynomial is described by ((γ(a, a′) + r)d,
where d is specified by parameter degree, r by coef. A polynomial degree
used here is 5. The higher degree allows the polynomial kernel with more
flexible decision boundaries. Kernel coefficient value of gamma is taken as
0.01, epsilon value is 1, and C is 0.01. The gamma parameters inverse the
radius of influence of samples selected by the model as a support vector. Data
are split into 3 disjoint sets of randomly selected samples from the actual data
for training, testing and validation. Models are calibrated and validated as per
standards and avoid overfitting, which is critical for a smaller data set.
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3 Results and Discussion

Figure 2 suggests while SVM has a precision of 0.999, LSTM stands at
0.9986. LSTM networks are a specialization of Recurrent Neural Networks
(RNN) capable of capturing long-term dependencies and making use of
past and future memories. However, the COVID-19 data set is relatively
smaller and has multiple sparse and discrete events such as sudden religious
gatherings, migration of workers, and transition to one lock downstage to a
new lockdown stage with different preventive measures and its implementa-
tions. In the contrary SVM is ideal for such sparse set as it can classify the
events and its relations using hyperplanes in their respective contexts of high
dimensionalities.

Table 1 captures the various stages of lockdowns in India and their respec-
tive preventive measures taken by India’s Government to address the threat
of COVID-19. The measures and their implementations of various lockdowns
are realized in different ways due to India’s socio-economic diversity: be it
federal structures where different policymakers govern different states or be it
the diversified population of India that has their individual understanding and
interpretations of lockdown guidelines. To take care of these diversities and
identify their respective impacts models, they are developed, and predictions
are made for each lockdown scenario.

Figure 3(a) suggests had India continued with the measures of Lockdown-
1, the COVID-19 infection curve would have been significantly flattened
by mid of May itself with a peak in the 1st week of May. Contrary to
Figure 3(a), none of the infection curves for other 3 lockdown stages in India
exhibit any flattening. With the measures of Lockdown 2, India would have
reached 0.5 million COVID-19 confirmed cases by 26th of June (Figure 3(b)).
Whereas the same half a million mark would have been reached by 24th June

Figure 2 Validation and Model comparison LSTM vs SVM.
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Figure 3 Predictions based on various lockdown stages (a) assessment based on lockdown-
1 (b) assessment based on lockdown-2 (c) assessment based on lockdown-3 (d) assessment
based on lockdown-4.

(Figure 3(c)) and 30th June (Figure 3(d)) with the respective measures of
Lockdown 3 and Lockdown 4 respectively.

The result suggests that even though Lockdown-1 contained the spread
of COVID-19 in India, rest of the lockdown measures (stage 2, 3 and 4)
have failed to do so (Sarkar et al., 2020). Incidentally, the exodus of migrant
workers started taking place in the Lockdown-2 stage where millions of
migrant daily workers started moving towards their home towns by their own
means (through bicycle, walking, cargo vehicles, etc.) there were restrictions
on movements of vehicles. In addition to this, the majority of the diversified
population were stressed financially and emotionally and could not comply
with the government’s guidelines. Religious gathering was restricted. How-
ever, that was violated on various occasions. There were various such events
too.

A final model (Figure 4 with an R2 value of 0.9998) is developed by
integrating all the lockdown stages and the data until 13 October 2020. It
suggests that COVID-19 confirmed cases will reach the 8 million mark by
27 of October 2020 (Figure 4(b)). This could be due to the rapid increase
in infections once the lockdown is lifted on the 1st of June, 2020. In
(Figure 4(b)) shown SVM model results represent increasing Recovery rate



128 J. Kaur et al.

 

0

1000000

2000000

3000000

4000000

5000000

6000000

7000000

8000000

9000000

C
on

fir
m

ed
 c

as
es

Predections till 20 Feb 2020

Actual Confirmed cases (a) SVM Prediction (b) Polynomial Prediction(c)

Figure 4 Predictions based on all data until 4 Dec 2020. (a) Observed data (b) Prediction
using SVM (c) Prediction using Polynomial Regression.

decreases the speed of confirmed cases in continuity and February almost
90% of COVID-19 confirmed active cases will be changed into recover
cases. Considering the data’s veracity, we tried the Polynomial Regression
Model (Figure 4(c)) with an R2 value of 0.96. It is found that the Polynomial
Regression model is suggesting COVID-19 90%cases end in January and this
model predict COVID-19 90% cases end earlier in comparison to SVM model
results (Figure 4(b)).

Overall, the data seem quite alarming and do not exhibit any dampening
of the curve. This requires the attention of the policymakers and the general
population who failed to comply to the Lockdown guidelines.

Figure 5 suggests a recovery rate of 48% on the 65th day after 4th
lockdown. With the findings (Figures 3 and 4) of the data have driven machine
learning model, a SIR (Susceptible, Infected and Recovered) model of epi-
demiology which is an analytical model, is developed to identify the lifecycle
of this pandemic in India. The model represents the following equations:

dS

dt
= −aS(t− τ)I(t− τ) (4)
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Figure 5 Transmission rate vs Recovery rate.

dR

dt
= bI(t) (5)

dI

dt
= aS(t− τ)I(t− τ)− bI(t) (6)

Where S represents susceptible, I infected, and R recovered. t represents
time with initial value 0. The incubation period of COVID-19, which is the
time between exposure to the virus and becoming infected with symptoms, is
considered 5–6 days (Culp, 2020). Incubation period represented by τ . where
‘a’ represents fixed transmission rate and it is assumed that a fixed fraction
‘b’ of the infected group will recover during any given time.

The result (Figure 6) suggests that 70% of the population will be infected
in India before a flattening of the curve is achieved with the current transmis-
sion rate. Therefore, the peak is quite far and expected to happen between 9th
and 10th months from the start of the pandemic in India, which is tentatively
at the end of December 2020.
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Table 2 Description various scenarios considered in SIR models

Scenarios Transmission Rate Recovery Rate Incubation Period

CN1-Actual condition 1.06 0.48 0.19

CN2 1.01 0.53 0.17

CN3 0.96 0.58 0.14

Figure 6 SIR model with actual condition.

Figure 7 SIR model with anticipated scenarios: (a) CN2 (b) CN3.

The model is further run for two more scenarios (CN2 and CN3 as
described in Table 2) with a step decrease of 0.05 in the infection rate. The
results (Figure 7) suggest in scenario 2, ∼55% of the population in India will
get infected by February 2021 before it slows down. In scenario 3, ∼65% of
the population is infected, and recovery overcomes it. SIR model provides
more accurate results (Roda et al., 2020). However, according to the result of
this research (A. Singhal et al., 2020) estimate in India COVID-19 cases End
in December.
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4 Conclusion

The study illustrates how the prediction accuracy which is very critical to
the COVID-19 analyses can be better using SVM and Polynomial Regression
model. It further suggests while lockdown-1 which was a complete lockdown
has been effective in India, the other stages of lockdowns could not contain
the infection curve. The relaxations allowed as part of lockdown 2, 3 and
4 have adversely affected the fight against COVID-19 in India. Had India
continued with lockdown 1, the curve could have been flattened by now.
Therefore, future lockdowns in containment areas have to be absolute in
nature without relaxation as it does not seem to work in the Indian socio-
economic context. The study suggests that around 70% of the population will
be infected and the peak is quite far from now and will arrive by the end of this
year. This study is performed for research only. This study show performance
of different models. This study provides available COVID-19 data and trained
or tested on given models than through comparisons to check which model
provides more accurate results. And the prediction for the future is based on
current assumption and condition would be continued.
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