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Abstract

Deep Learning (ML) and Artificial Intelligence (Al) are rapidly spreading
over many application domains. However, the creation of intelligent systems
is constrained by inherent flaws in the learning algorithms that are employed.
One major barrier to the application of these techniques is the unpredictable
nature of model performance. The reliability of a model is determined by
its capacity to remove biases, elucidate findings, and adapt to changes in
input data. The idea of trustworthy Al uses a variety of machine learning
techniques to explain a model’s decision-making process, hence boosting
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user confidence in the model’s output. The significance of reliable Al in the
context of biometrics is the main topic of this study. Our survey identifies the
several types of reliable Al that can be used to increase the dependability of
the choices made.

Keywords: Trustworthiness, bias, explainability, biometrics, security, per-
formance.

1 Introduction

The Oxford English Dictionary and the Cambridge Dictionary define “trust-
worthy” as something that is dependable and deserving of confidence.
According to the Oxford English Dictionary, trust is a strong belief in the
dependability, truthfulness, or competence of an individual or entity, but the
Cambridge Dictionary describes it as confidence in the reliability of someone
or something. Generally speaking, trust is a widely accepted idea in human
society and serves as a vital pillar for the ongoing development of civilization.
There will always be external hazards in our surroundings since humans and
other entities cannot be completely controlled.

Nonetheless, we deliberately expose ourselves to potential hazards in
order to preserve connections because we have faith in these parties. Trust
is especially important in relationships because it allows people to coexist
peacefully and productively, and it is the foundation of successful partner-
ships.

Ensuring that Al systems are impartial is essential to developing a reliable
system. By introducing biases into their outputs, a number of Al systems,
ranging from language translation to facial recognition, have shown their
shortcomings [15]. The inability of many of these systems to understand
and justify their decision-making procedures jeopardizes the fairness of their
results. Even in cases where the Al system demonstrates exceptional accuracy
and efficiency, this drawback persists. On the other hand, black box Al system
decisions are vital in critical scenarios like video monitoring and medical
diagnostics.

Such systems allow for adversarial attacks and compromises of authentic
user identities. Building strong frameworks for the creation of reliable Al sys-
tems is therefore essential. There is much room for development as biometric
authentication is employed increasingly frequently in a range of applications
utilizing different human characteristics. Recently, deep learning and artificial
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Figure 1 Several dimensions in trustworthy Al systems.

intelligence techniques have showed promise in a number of fields, including
biometrics. However, striking a balance between explainability and accuracy
is challenging due to the complexity of biometric systems, which are often
represented by complicated neural network models like Convolutional Neural
Networks (CNNs).

The growing use of facial recognition software, which is common but
vulnerable to security lapses, serves as a reminder of this issue. It is quite
challenging to explain models such as VGG-19, a convolutional neural net-
work with 19 layers and more than 140 million parameters, due to their
tremendous complexity. Understanding the reasons behind errors is made
easier by incorporating reliability into biometric systems. The topic of trust-
worthy Al in biometrics has already been covered in existing literature,
therefore a thorough review of achievements, a determination of research
gaps, and a delineation of future paths are all necessary. Figure 1 shows
the several aspects of reliable Al in biometrics. These illustrate the different
facets that fall under the purview of explainable Al, including performance,
privacy, bias and fairness, and characteristics such as privacy, governance,
accountability etc.

The paper summarizes work done in trustworthy Al with identification of
various human traits such as fingerprint, face, iris etc. We analyze the existing
research done to review the issues and emerging trends.
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1.1 Research Gaps and Objectives

Understanding the function of reliable Al in biometrics is the primary goal
of this review. The authentication procedure of biometric systems should be
secure and accurate. Further investigation is also required into the ethical
issues surrounding the combination of these two technologies [17]. There are
a number of problems, including privacy difficulties and the possibility of
bias in Al algorithms that make judgments for biometric systems. Malicious
attempts by attackers to manipulate such systems through carefully designed
inputs are also a possibility. All of the topics related to biases, security
and privacy, and the rationale behind the system’s decisions are covered by
trustworthy Al [7]. There are certain research gaps which have been kept in
mind while framing the research questions:

(1) Despite the widespread usage of biometric systems, little research
has been done on the ethical concerns associated with integrating
trustworthy Al with biometric frameworks, particularly with regard to
responsible data collection and use.

(2) Many Al-powered biometric systems are susceptible to computational
biases that lead to skewed outcomes. More research is needed to develop
and assess algorithms that lessen biases, especially those that affect
underrepresented groups.

(3) It is difficult to comprehend and defend the decisions made due to
the opaque Al algorithms used in biometric systems. To find out how
trustworthy Al can make these systems simpler to comprehend and
analyze, more research is needed.

(4) Adversarial input attacks and spoofing are threats to Al-driven biometric
systems. Research is needed to provide more security protocols.

In this paper, we comprehensively review the various Al algorithms which
have been integrated with biometric frameworks in order to deal with one
of the aforesaid dimensions of trustworthiness. We highlight the existing
works in terms of the technique used, the biometric trait focused on, the
strengths of using the proposed framework. We also discuss the findings in
terms of the ongoing trends in this domain, also analyzing the challenges and
future directions that can be taken up by researchers. Moreover, the inclu-
sion of trustworthiness should be guided by ethical guidelines that concern
issues related to data collection, mitigation of bias and responsible usage of
biometric data.

By addressing these research gaps and objectives, the comprehensive
review can contribute to the advancement of trustworthy Al in biometric
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systems, ensuring their accuracy, security, and ethical use in various appli-
cations. Neural networks are the base of all the Al technologies which are
integrated with biometric systems to add trustworthiness. Several ethical
concerns may arise in various situations such as:

1. Facial Recognition in Law Enforcement: The application of Al-
powered facial recognition technology has sparked ethical questions. For
example, algorithmic biases have resulted in false arrests, which have
disproportionately affected minority communities. This highlights the
need for moral Al to avoid biased results in biometric systems intended
for public safety.

2. Al and Biometric Data Privacy: There have been instances where face
recognition photos were taken from a third-party contractor as a result of
a hacking. This hack brings to light moral questions about the security
of biometric data and emphasizes the need for more reliable, strong Al
systems to safeguard private data.

3. Al for Health Biometrics: Al-driven biometric technologies are being
utilized more and more in the medical field for patient tracking and iden-
tification. On the other hand, moral questions about informed consent
and data security surface. The use of Al in COVID-19 thermal scanning
and facial recognition apps, for example, has prompted concerns about
data usage and privacy in some countries. This highlights the signifi-
cance of ethical frameworks when integrating Al with biometric systems
in health.

Figure 2 depicts the structure of a neural network which is used to perform
various tasks related to explainability in biometrics.

The remaining work is organised as follows. Section 2 discusses the
dimensions of trustworthy Al and deep learning technology. Section 3
describes the review technique and responds to the research issues posed
in this article by comparing existing literature work throughout time. Sec-
tion 4 discusses the entire literature review’s findings, conclusions, and
recommendations for further work. Section 5 concludes the research.

1.2 Research Questions
The formulated research questions are as follows:

RQI1. What are the various methods and frameworks available in the
existing literature to add trustworthiness in such systems?
RQ2. What are the various frameworks available in trustworthy AI?
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Figure 2 Structure of a neural network.

RQ3. What are the various advantages and challenges of adding trust-
worthiness to biometric systems?

2 Background of Trustworthy Al in Biometrics

As per the European Al act [35] it is necessary to adhere to these seven guide-
lines to ensure trustworthiness in biometric systems: (1) Human agency and
oversight, including fundamental rights) Resilience to attacks and technical
robustness (3) Respect for privacy and integrity of data (4) Explainability and
transparency (5) Fairness, diversity, and no discrimination (6) Societal and
environmental well-being. The several dimensions which add trustworthiness
to a biometric system are categorized in the paper as follows:

* Bias and Fairness — In an automated biometric system, three poten-
tial sources of bias exist: the data, the algorithm, and the assessment
technique. Data bias manifests itself at numerous stages of data devel-
opment, including data collection, processing, and annotation. Bias can
be classified into different categories from distinct perspectives. Indirect
bias refers to the phenomena in which non-sensitive and neutral traits
create an unsatisfactory outcome. Explicit or direct bias occurs when an
attribute openly generates an undesirable consequence.

* Performance — There is a need to integrate two-track strategy in Al
systems such as biometric authentication systems. One track would
concentrate on the certification of Al applications through a conformity
assessment agency utilising objective criteria. There is a need to build
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a new track for Al engaging with humans and also increasing the
performance of such systens. The role of process mining is useful for
increasing the performance and trustworthiness of Al systems such as
biometric authentication systems is discussed in a study of obstacles and
opportunities in the domain of trustworthy Al.

* Security and Privacy — In cyber security applications, most models are
called black boxes. For example, introducing explainability to biometric
systems helps to increase security. Several recent research papers pro-
pose ways for generating reasons for faulty intrusion detection system
applications. Several more research papers provide effective techniques
to improving client security while using biometric authentication in a
variety of applications. The usage of biometric technologies is intended
to prevent illegitimate use. However, the biometric templates may not
be secure. This could result in a plethora of security vulnerabilities,
including denial-of-service attacks and client privacy violations.

» Explainability — To improve the trustworthiness of biometric systems,
researchers have utilised a variety of approaches to improve explain-
ability and interpretability. Explainability can be divided into three
categories:

(a) Intrinsic model This category includes model-specific and intrinsic
explanations. The same interpretability strategies cannot be used by
different classifiers.

(b) Model-independent explanations: These methods are concerned
with black-box well-trained AI models. These techniques are used
to interpret previously trained models. As a result, it is sometimes
referred to as the black box explainability method. Local Inter-
pretable Model-Agnostic Explanations (LIME) is one of the most
notable studies in this category. A deep learning model processes
the obtained data, identifying patterns that can be applied to a
variety of use cases. The following section provides an overview
of deep learning models that have formed patterns and made judge-
ments using biometric system data. Figure 3 depicts the process
of implementing deep learning models in biometric systems. This
pipeline involves training followed by validation and evaluation.

The various deep learning frameworks which are employed to add
trustworthiness to biometric systems are:

* Convolutional Neural Networks — CNNs are a type of neural net-
works that includes both convolutional and fully connected layers. Their
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Figure 3 Trustworthy Al in biometric systems.

weights influence how neurons communicate with one another. Each
neuron in the network calculates the dot product of the input x, weight
w, and bias b to determine the output. g is an activation function that
aids in adding non-linearity and lowering the number of parameters. It
can be sigmoid or the Rectified Linear Unit.

* Deep Belief Networks — The deep belief network (DBN) is a type of
deep neural network that consists of numerous layers of models with
both directed and undirected edges. In a deep belief network, there are
several hidden units. Units are not related to one another, but layers are.

* Long-Short Term Memory Networks — LSTMs are a particular variety
of RNNs with three gates: input gates, output gates, and forget gates. In
LSTM model, three things must be decided i.e. how added information
should be remembered and how much previous information should be
overlooked.

3 Methodology

The protocol used for the purpose of review is depicted in Figure 4. The
review focuses on English-language papers from Web of Science journals and
excludes irrelevant articles. Each review articles address atleast one research
question.
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Figure 4 Detailed methodology of review.

The query strings were merged to search multiple databases for rel-
evant publications about trustworthy Al, biometrics, deep learning, and
applications. Out of 300 papers obtained, 100 were used for the preliminary
review. The chosen literature work’s eligibility was determined using the
framed review process. The primary focus was on the characteristics of
trustworthy Al mixed with deep learning to answer a specific research issue.

In Section 3, we analyze 47 papers that discuss the research done in the
domain of trustworthy Al in biometrics.

3.1 RQ1: Current Research Trends

Table 1 lists the various existing works which highlight the research trends
in the domain of explainable Al in biometrics. The table also depicts their
strengths and the explainability aspect used in the work.

The various research trends in the domain of trustworthy Al in biometrics
have been depicted in Figure 5. A few research papers which deal with
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Year Wise Literature Review in Trustworthy Al
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Figure 5 Year-wise analysis of published work.

various dimensions of trustworthy Al have been counted separately in this
figure.

3.2 RQ2: Existing Frameworks in Trustworthy Al

These days, several tools and frameworks help us understand and interpret the
predictions made by Al models. Using these tools, we can debug the model’s
performance and understand the decisions in a better manner. The various
popular tools are as follows:

(1) LIME (Local Interpretable Model-Agnostic Explanations): IME (Local
Interpretable Model-Agnostic Explanations): This modifies the input of
data samples to see how the predictions change. LIME allows the model
to be interpreted locally. After altering the feature values, the output is
observed.

(2) SHAP (Shapley Additive explanations): It is yet another method for
explaining the output of an ML model. It is comparable to LIME in that
interpretations are used to show the influence of a certain feature value
vs the forecast. SHAP improves a model’s transparency.

(3) ELI5 or Explain Like I'm 5: It is a popular Python tool that enables
visualisation of ML model predictions and aids in classifier debugging.
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ELIS5 can be used to evaluate the performance of an ML model in two
ways. Global ELI5 demonstrates how parameters behave in relation to
the whole model. Local ELI5 examines a single prediction instance.

(4) XAI 5: It is a machine learning toolbox that is specifically built for data
analysis and model evaluation. It assists the user in class balance by up-
sampling or down-sampling the dataset prior to training and testing. A
correlation matrix is used to evaluate the model’s behaviour.

(5) Partial Reliance Plot toolkit (PDPbox) is used to compute and visualise
the impact of features on target variable prediction. The library is similar
to random forest in that it indicates how the characteristic influences
prediction. The Python module discovers connections between data or
features used as input to the model and the final prediction. It is used to
show global and local interpretations of black box models.

(6) GradCAM It allows for the visualisation of heatmaps and gradients for
hyper-parameter tuning or the development of confusion matrices, as
well as the explanation and visualisation of the prediction.

(7) InterpretML: Microsoft’s open-source Python toolbox for training
understandable models and explaining black-box technologies. It aids
in debugging by allowing you to comprehend the predictions made by
a model. It is based on an individual’s assessment of global and local
aspects.

(8) ALIBI. Alibi is an open-source Python library which consists of a wide
range of algorithms to perform interpretation for the prediction at a
particular instance.

3.3 RQ3: Challenges in the Current Scenario of Trustworthy Al
Implementation

The challenges and benefits of using trustworthy Al are listed as follows:

(1) Performance metrics give an insight into the working of a biometric
system. Also, they help to compare the different methods used for
authentication. However, these metrics, such as accuracy, precision,
recall, etc., lack certainty in terms of the decision made by a model.
Therefore, trustworthy Al gives a clear reasoning of the decisions taken
by the system.

(2) The more confidence in decision-making, the better the model’s per-
formance. This increases users’ trust and can help give subtle cues
in predicting spoofing attacks. Thus, it is essential to ensure that the
feedback obtained is accurate.
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Figure 6 Heatmaps of faces (a) Real (b) Under attack.

(3) Use of saliency maps or heat maps helps us to acknowledge a model
based on the Region of Interest it is looking at. However, when a
heatmap is visualized, there might be a difference in opinions of
various users-based on the false confidence that a model prediction
might lead to. This is because different explainability models mislead
users by showing meaningful pixels and leaving them with the task of
interpretation.

(4) Itis yet to explore if adding a data source can improve the performance
of a biometric system, i.e., the inclusion of trustworthiness in a multi-
modal biometric system, which is another research gap in this field. The
inclusion of multiple data sources can support trustworthiness and make
them complete.

(5) The aspects that serve as significant background elements for forecasts
in terms of bias, security, and privacy become important. Some backdrop
features, for example, may appear more frequently on specific predic-
tions. Learning these linked relationships enhances the likelihood that
the network will draw conclusions based on them. Demographic data
demonstrates that various geographic areas are associated with specific
ethnic groupings.

For instance, Figure 6 shows two heatmaps based on the detection of an
individual in an original video versus a video under attack.

4 Discussions and Future Work

This section discusses the major findings and analysis of the research papers
reviewed in trustworthy Al. The section also discusses the impact of the
existing research on future avenues based on the findings.
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4.1 Principal Findings
The main findings can be explained as follows:

1. The most important dimensions of trustworthy Al which have been
incorporated in biometric systems are bias & fairness, security & pri-
vacy, explainability and performance. 47 research papers have been
reviewed in detail for this purpose. It is observed that the maximum
amount of research is being done in ensuring fairness in such systems
by mitigating bias. This is followed by implementation techniques for
security and privacy, followed by focus on explainability of the decisions
taken by the system as well as performance of the framework.

2. It is observed that the maximum amount of research has been done
in the domain of explainability and bias mitigation in the year 2023.
However, the context behind the addition of these trustworthy factors is
the improvement of system performance or system security and privacy.

3. Based on our research, there is an overlap in the dimensions addressed
in the published work. These are depicted in Figure 7. The dimension
highlighted in the paper is mapped with the other dimensions covered in
the work.

4. The main advantages of using trustworthiness Al in biometrics are data
security and fairness in making decisions. The use of such frameworks
ensures security and reduces transaction costs.

Correlation between Trustworthy Al dimensions

5

4

3

2

1 I

, 1 i i

Bias Explainability Security&Privacy Performance

M Explainability  ® Security&Privacy Bias ® Performance

Figure 7 Correlation of trustworthy Al factors in published research.
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Percent

= Face = Fingerprint
Iris = Behavioral and Soft biometrics

= Other modalities Review papers

Figure 8 Break-up of work done in analyzed research papers.

Table 2 Demography of researchers

Country % of Researchers
USA 20%
China 20%
Europe 35%
India 15%
UAE & Neighboring Countries 10%

5. From the reviewed papers, it can be analyzed that 50% of the current
research work is in the domain of facial recognition followed by finger-
prints, iris and other modalities. A lot of research is being done in the
domain of behavioral biometrics such as motion, keystrokes etc. as well
as estimation of soft biometrics such as age, gender. This is shown in
Figure 8.

6. The affiliations of researchers are reviewed in Table 2 to understand the
amount of research pursued across various countries.

Table 2 depicts the findings with respect to affiliations (approximation of
researchers’ demographics) as follows:

4.2 Impact on Economic Scenario and Policy Framework

When working with biometric systems, the deployment of trustworthy Al
ensures human freedom and autonomy [35]. As a result, trustworthiness is
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a complicated necessity for people and communities to design, deploy, and
operate Al systems, as well as a prerequisite for reaping the potentially
enormous societal and economic benefits that Al can deliver. Furthermore,
trustworthiness applies not only to the system as a whole, but also to the
many players and processes that are involved in it. This necessitates a com-
prehensive and systemic examination of the pillars and needs that lead to the
development of trust in the user of an Al-based system.

5 Conclusion and Future Work

The study delves into the fast developing confluence of biometric technology
and deep learning, addressing a wide range of trustworthiness-related vari-
ables. This detailed review identifies critical areas of research and envisions
future effort to improve this potential field based on a thorough examination
of existing information. The recommended future courses address a wide
variety of concerns and opportunities. The study emphasises the considerable
research and frameworks that implement these dimensions in one way or
another.

Our findings suggest that a lot of work is being done in the domain of bias
and explainability. However, the main aim behind these dimensions is the
scaling up of security, privacy and performance of biometric systems. A lot
of research involves the facial modality followed by study of fingerprints, iris
and behavioral biometrics. The dimensions of trustworthiness are correlated
and each study incorporates atleast one of these factors. The review discusses
the various frameworks that can be used to add trustworthiness to biometric
systems, followed by the benefits and challenges that envelope this domain.
In the future, researchers can correlate the dimensions of trustworthiness on
several other modalities in which research is ongoing.
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