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Abstract

This work presented in this article aims at designing and analysingalternate
methods for tuning of the Proportional — Integral — Derivative (PID) controller
for the plants that do not possess the ultimate parameters (ultimate gain
and ultimate period). The motivation lies in the fact that the conventional
methods such as the Ziegler-Nichols (Z-N) approach require the ultimate
parameters for designing the PID controllers. However, because there exist
some plants which do not have these parameters, and hence it is difficult
to design controllers for such plants using conventional approaches directly.
So, there is a need of using some alternative ways to design controllers for
such plants. So, in the presented work, Particle Swarm Optimization (PSO),
Extended Forced Oscillations (EFO), and Internal Model Control (IMC)
methods have been applied for designing PID controllers suitable for such a
plant. All the techniques were tested for their capability in optimizing control
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performance on rise time, settling time, overshoot, and error indices like
Integral of Absolute Error (IAE), Integral of Squared Error (ISE), Integral
of Time-Weighted Absolute Error (ITAE), and Integral of Time Squared
Error (ITSE). Special attention was given to the objective function of ITAE
minimization for the PSO-based PID controller. The results show that out
of various approaches, the PSO-based PID controller provides the fastest
response with minimum overshoot and low values of errors compared to
EFO-based and IMC-based PID controllers. The EFO-based PID controller
gave a mediocre performance while the IMC-based PID turned out to be the
worst, giving a response that was the slowest with maximum errors. This
work is carried out for a comprehensive comparison of various alternative
tuning approaches, and it presents PSO-based PID as the most robust and
reliable solution for plants with no ultimate parameters hence proposes it as
an efficient alternative to conventional PID tuning strategies.

Keywords: PID controller, tuning techniques, particle swarm optimization,
ultimate parameters, robustness.

1 Introduction

Proportional-Integral-Derivative controllers find extensive applications due
to the simplicity, effectiveness, and easiness of implementing the controllers
in an industrial automation and control system. In the classical approach, the
PID controllers tuning is based on the identification of the ultimate param-
eters, namely the ultimate gain Ku, period Pu, and frequency, which play a
major role in most methods, such as the Ziegler-Nichols tuning rules [1].
The ultimate parameters are inferred from the response of the system to
particular kinds of inputs, and then used to calculate the parameters in a PID
to obtain a desired performance characteristic. Most systems-in fact, those
that have complex, nonlinear, or time-delay dynamics-cannot be tuned by the
procedures outlined here because they have no well-defined ultimate param-
eters [4]. Systems without ultimate parameters are those systems where the
dynamics are too complex or too poorly understood to allow identification of
these key values. For such systems, traditional methods of PID tuning utterly
fail in producing results since they all rely on the pre-existence of ultimate
parameters in the system to be tuned. This challenge has created an interest
in alternative methods of PID tuning that do not rely on the identification
of ultimate parameters. In this regard, heuristic approaches have been devel-
oped, including Particle Swarm Optimization (PSO) [4], Extended Forced



Assessment of Alternative Controller Tuning Techniques 121

Oscillation (EFO)technique [12], and Internal Model Control (IMC) [7],
which respond to the above challenges [4]. These techniques, in turn, allow a
broader perspective toward establishing optimum PID controller parameters
for cases where ultimate parameters are undefined or difficult to determine.

This work focuses on the design, analysis, and comparison of different
techniques concerning PID tuning in systems without ultimate parameters.
The heuristic approaches, together with advanced control strategies, have
been considered in this research paper as it tries to give insights into how
to effectively design a PID controller for complex systems that do not fit
assumptions from conventional tuning methods.

2 Literature Review

The tuning of PID controllers for systems without ultimate parameters has
received significant attention, since there is a drawback in using conventional
methods such as the Ziegler-Nichols tuning rules. Since its development, the
Ziegler-Nichols method [1], based on the determination of the ultimate gain
and ultimate period, has been a method of wide application. Its application is
limited only to those systems where these ultimate parameters can be easily
determined. However, in many cases where the system dynamics are nonlin-
ear, involve large time delays, or are otherwise complex, these parameters are
often indeterminable, hence the need for alternative tuning strategies [1].

In these regards, numerous studies have implemented heuristic methods
to the tuning of PID controllers where ultimate parameters are unavailable.
For example, PSO has been applied with good results in many different
applications because of its ability to optimize parameters for a controller
without advance knowledge of the ultimate parameters of the system [4].
PSO is a bio-inspired optimization technique simulating social behaviors of
organisms, like birds or fish, where the controller parameters are iteratively
updated with respect to a population of candidate solution sets so as to
optimize the PID controller performance in complex systems.

One of the most popular approaches in PID tuning, where the ultimate
parameters are not defined, is that based on Fuzzy Logic [5]. Different from
traditional methods, Fuzzy Logic does not depend on an exact mathematical
model; instead, it uses a set of linguistic rules to adjust the parameters
of the PID. Hence, it works quite effectively in systems with high levels
of uncertainty or nonlinearity. Other studies have shown that Fuzzy Logic
can provide robust PID tuning solutions even when well-defined ultimate
parameters are not available.
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The extended forced oscillation method is a more complex technique that
generalizes the classical forced oscillation method for systems where ultimate
parameters are not easy to determine [6]. It puts oscillations into the system,
using the response to tune a PID controller — a different approach from
the Ziegler-Nichols method, mainly in systems with a complicated dynamic.
Another, more recent approach that has been explored in terms of its robust-
ness and effectiveness in tuning PID controllers for systems without ultimate
parameters is the Internal Model Control (IMC) [7]. IMC involves developing
a model of the process inside the controller; this model is subsequently used
in making a prediction of process behavior and its compensation to reach
desired control performance despite the uncertainties and delays. Similarly,
Lorenzini et al. (2018) have proposed a modified relay feedback approach
that can extend the PID tuning for plants without ultimate frequency, though
the applicability to complex systems is limited [23]. Bucz et al. (2015)
improve Ziegler-Nichols tuning by including transient performance criteria
to ensure robust stability in uncertain systems, but computational intensity
creates practical issues [16]. Silva et al. (2024) introduce a constrained PID
algorithm based on the GPC principle, with balance between performance
and computational intensity but relies on accurate modeling to be applied in
unpredictable systems [15]. Cui et al. (2020) propose a relay feedback-tuning
method for LADRC: the method achieves better disturbance rejection than
traditional PID but presents oscillatory behavior and fails with fast-changing
systems [14]. Bucz S. et al. (2014) developed a new way to design PID
controllers by improving the Ziegler-Nichols tuning method. Their approach
allows the controller’s performance, like overshoot and settling time, to be
fine-tuned based on specific needs, something the original method couldn’t
do. They tested this on a DC motor and showed it works well in meeting
performance goals. However, it might struggle with systems that are very
dynamic or nonlinear since it relies on simpler linear models [17]. Lu et al.
(2024) proposed a method for TID controller tuning based on a fractional-
order Ziegler-Nichols approach, which improves control performance and
robustness, especially for complex systems [19]. Li et al. (2023) proposed a
new approach to PID and PIDD2 controllers for processes with delays, where
the robustness and noise reduction are balanced using a state-space pole
placement method [20]. Miguel-Escrig& Romero-Pérez in 2022 introduced
a much more efficient, less erroneous system identification through relay
feedback, with an avoidance of complicated setup procedures [21]. Hofreiter
(2020) provided a shifting relay technique that eases the process of PID
controllers tuning through the estimation of some critical parameters from
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the frequency response points. It is however limited to linear systems [22].
The final addition by Lorenzini et al. in 2019 is to the Ziegler-Nichols
tuning method, improving on it with an adjustable-phase relay for more
flexible use on different systems. Saini et al. (2022) designed a PI controller
for Brushless DC (BLDC) motors using a hybrid optimization method that
combines Particle Swarm Optimization (PSO) with fuzzy logic. The work
of the study is that this PSO-Fuzzy controller compared with other con-
trollers made from well-known techniques: bacterial forging PSO, ant colony
optimization, and simulated annealing. MATLAB simulations were used
for testing the controllers, keeping in mind time and frequency responses,
performance indices, and sensitivity functions. The results demonstrated
that the PSO-Fuzzy-based PI controller outperformed others, offering bet-
ter control and improved performance for speed regulation of the BLDC
motor [24].

These studies thus demonstrate that, whereas traditional PID tuning
methods are rather limited in their applicability to systems without ultimate
parameters, there is a promising solution from the alternative approaches of
PSO, Fuzzy Logic, extended forced oscillation, and IMC. Further develop-
ment and refinement of techniques are a must for any progress in control
system design applicable to complex real-world applications.

3 Problem Statement

In industrial automation and control systems, there are wide applications of
PID controllers because of their simplicity and effectiveness. However, the
conventional PID tuning methods, such as Zeigler — Nichols [1], rely on
the determination of ultimate parameters including ultimate gain (Ku) and
ultimate parameter (Pu), which are not well-defined or easily measurable
for the systems with complex, nonlinear, or time-delayed dynamics [2, 3].
Consequently, these methods normally cannot give satisfactory solutions in
those systems where the dynamics do not conform to the assumptions of
classical tuning methods. The above limitation calls for the development
and analysis of alternative PID tuning methods which are not based on
the ultimate parameters in an attempt to optimize the performance of the
controller in the challenging plant [4, 5, 7]. Based on these challenges asso-
ciated with the traditional controller tuning methods, the following research
questions have been developed to explore viable alternatives for PID tun-
ing systematically for complex systems without ultimate parameters. These
questions guide the study’s objectives aimed at analyzing and comparing
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various heuristic and advanced control strategies, which adaptively optimize
PID controllers in systems with non-standard dynamics. The RQs and
ROs are:

RQ. 1: How does the performance of alternative PID tuning tech-
niques, such as Particle Swarm Optimization (PSO), EFO and IMC,
in optimization of controller parameters for systems without ultimate
parameters?

RQ. 2: Which one of these alternative tuning methods is provide better
stability, response time and robustness for systems without ultimate
parameters?

Given the above research questions, the answer to these questions can be
obtained through the following research objectives:

RO. 1: To compare the performances of different alternative PID tuning
methods, namely PSO, EFO and IMC, for optimum performance in the
systems with absent ultimate parameters.

RO. 2: Comparative analysis of PSO, EFO and IMC tuning techniques
with respect to the transient response, stability, and robustness for such
systems.

For that purpose, a controller design has been developed in order to eval-
uate these alternative techniques which have been discussed in the following
section.

4 Controller Design

This section deals with the controller design for the systems without ulti-
mate parameters. Analternative techniques, namely PSO, have been chosen
to improve the PID controller tuning in the systems without well-defined
ultimate parameters. These methods give robust, adaptive solutions, appro-
priate in controlling systems without ultimate parameters found in industrial
applications.

In the case of a dynamic system with poorly defined or even non-existent
ultimate parameters, the objective is to design a PID controller that will
reduce the error between the system output y(t) and the desired set point r(t).
The control signal u(t) from a PID controller is given by:

de(t)
dt

t
u(t) = Kpe(t) + KZ-/ e(r)dr + K4 (1)
0
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Where,

K,, K; and K are the Proportional, Integral and Derivative gains respec-
tively, and, e(t) = r(t) — y(t), is the error signal.

The objective is to maximize these gains to reach the desired control
performance. At this stage, the mathematical models must be created to be
used by PSO tuning techniques to adjust the gain parameters.

5 Particle Swarm Optimization (PSO) Based Tuning of PID
Controller

Particle Swarm Optimization is a population-based, heuristic optimization
algorithm. It mimics the social behavior of organisms, like birds and fish.
The PSO will optimize the parameters of the PID by simulating a group of
particles that represent candidate solutions moving in a search space, where
each one represents a possible set of parameters for a PID controller. In PSO,
every particle updates its position concerning the best performance it has
experienced and the best performance of its neighbors, through formulas that
bring convergence over time to some optimal solution [4]. In PSO-based PID
tuning, the objective function is formulated based on the evaluation of every
candidate solution concerning the system performance indices and transient
response such as: rise time, settling time, and overshoot.

The algorithm iteratively adjusts the PID parameters (Kp, Ki, and Kd)
until the objective function is minimized, resulting in an optimized set of
controller parameters tailored to the particular dynamics of the system. This
approach is particularly useful for complex or nonlinear systems, where
classical tuning may be aborted, since no exact knowledge of the system
model or final parameters is needed. For modeling the PID tuning using
PSO in a system without ultimate parameters, the following steps have been
considered:

1. Define the objective function that reflects the desired performance of the
PID controller. For this research, the following objective function has
been defined:

T
J:/ £ e(t)|dt )
0

2. Initialize the PSO algorithm parameters such as;

e Swarm Size = 50
e Max. number of iterations = 300
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* Inertia weight (w) = 0.9
* Cognitive coefficient (¢;) = 1.5
 Social coefficient (co) = 1.5
* Random number range [r1, 2] = [0, 1]
» Initial positions of particles: X; = [K,, K;, K]
« Initial velocities: V; = [vkyp - VK - Vi)
3. Initialize particles and evaluate objective function J(X;) for each
particle to obtain its initial performance.

a. For each particle X; in the swarm:

i. Initial position X; within the search space for K, K; and K.
ii. Initial velocity V; within bounds for smooth parameter explo-
ration

4. Update personal best and global best:

a. Personal best: For each particle Xi, store the best value found so
far as Pibe“ and corresponding objective function value J (Pibe“).

b. Global best: Identify the particle with the best objective function
value across the swarm, updating Gt as:

GYst = argmin J(X;) 3)
X;
5. Update velocity and position of particles for each particle based on the
following equations:
Velocity Update:

VIt = w x VF 4 ep xoryp x (PP = XF) + ¢ xrp x (G — XT)

“

Where,

a. VfC+1 is the updated velocity at iteration k + 1

b. w is the inertia weight

c. c1 and co are acceleration coefficients for the personal and global
terms

d. r1 and r9 are random values between 0 and 1

Position Update:
Xk = Xy k] 5)

Where,
X f“ represents the updated PID parameter set for the next iteration.



Assessment of Alternative Controller Tuning Techniques 1277

6. Evaluate objective function with new positions
After updating Xi, calculate the new objective function value J (X f“)
for each particle. If J(XFH1) < J(PPest), update P?*** = X*1. Then
update Gt if the best performance among particles improves.

7. Continue iterating steps 4 to 6 until maximum iterations are reached or
the improvement in .J(G%*%") is below the defined tolerance.

8. Apply the optimized PID parameters once the global best G5! =
[Kchest KcPest | KCBest is obtained.

The PSO parameters considered for this research are provided in the table
below:

Table1 PSO parameters

Parameter Recommended Value
Swarm Size 50
Maximum Iterations 300

Inertia Weight 0.9
Cognitive Coefficient 1.5

Social Coefficient 1.5

Random Number Range [0,1]

After discussing the PSO algorithm in this section above, now the param-
eters for PID controller will be determined. The objective is to test the
performance and robustness of the PSO based PID tuned controller for a
system which does not possess ultimate parameters. For this research work,
a transfer function pertaining to the “Aircraft Pitch Angle Dynamics [8]
has been considered. The pitch angle dynamics of an aircraft refer to the
rotational motion about its lateral (Y) axis, influencing the nose-up or nose-
down orientation critical for maintaining altitude and stability during flight.
This motion is governed by aerodynamic forces and moments, primarily
influenced by control surfaces such as elevators. Pitch control ensures the
aircraft maintains its desired altitude or angle of ascent and descent, directly
affecting flight stability and manoeuvrability [9]. The pitch angle dynamics of
an aircraft, represented by a linearized transfer function, capture the relation-
ship between elevator deflection and pitch response, incorporating parameters
like pitch damping, moment of inertia, and aerodynamic stability derivatives.
These characteristics are essential in designing controllers for precise, stable
pitch adjustments in response to control inputs and disturbances [10].

The dynamics and mathematical modelling of aircraft pitch angle are
not in the scope of this research article. Hence, the discussion is limited to
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the general overview of aircraft pitch angle dynamics. The transfer function
considered has been given below:

_ 1.155+0.18
834 0.7452 4+ 0.92s

The transfer function given by (6) has proportional effect of the input on
pitch rate in the numerator and denominator includes model inertia, damping
and stiffness effects.

The controller gains obtained for the transfer function given in (6) using
the equations from (2) to (5) are K, = 1; K; = 1.85; and K4 = 2.06.

Similarly, the PID controller gains for the given transfer function (6)
using EFO method [12] is [K, = 0.75; K; = 0.1488; Kg = 0.12] and
the controller designed for the same transfer function using Internal Model
Control (IMC) [7] technique is given by the Equation (7) below:

0.12s% 4 0.0888s2 + 0.1104s
1.15s2 + 0.318s + 0.0216

As the controller obtained through IMC method for the given plant, is
a higher order controller. Hence, to obtain the controller gains (K,, K; and
K ) from the Equation (7), the equation has been approximated using Model
Order Reduction technique [7]. Based on this, the PID gains determined for
the IMC method are K, = 0.1043, K; = 0.0484, and K; = 0.1043. The
results for the given plant have been obtained for the using all the three
controllers. The results and their analysis have been presented and discussed
in the next section.

G(s) (6)

Q- %)

6 Result Analysis

The results obtained using all three controllers for the given transfer function
(6) are discussed in this section. As discussed earlier, this article presents
the analysis of the alternative controller tuning techniques for such systems
which do not exhibit ultimate gain and frequency. These parameters are
also known as ultimate parameters. For this analysis, a relevant transfer
function (given by Equation (6)) has been considered. The transfer function
belongs to a plant and represents a linearized model of an aircraft pitch angle
dynamics [12]. For the selected plant, three different techniques viz. PSO,
EFO and IMC, have been selected to design and tune PID Controller. To
implement each controller tuning technique as specified above, MATLAB
has been used to simulate the responses. First, the open loop step response of
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Open Loop Step Response
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Figure 1 Open loop step response.

the given plant has been simulated and is depicted by Figure 1. The open-loop
step response (Figure 1) of the plant shows a gradual increase in the output
variable, with a slight initial delay and oscillation before the output begins
to rise linearly. This linear rise suggests that the plant may have a type of
integrating behavior. The system’s response lacks stability and would require
control to ensure proper tracking and stability.

Figure 2 depicts the root locus plot that reveals the poles of the open-loop
system, showing two poles with trajectories moving away from the real axis
and one pole moving towards the origin. The location of these poles suggests
that the system could be marginally stable, as poles near the imaginary axis
indicate oscillatory behaviour. Effective control is required to place the poles
in a stable region, particularly through a PID controller that can help achieve
desired damping and stability.

Figure 3 represents the Bode plot shows the frequency response of the
plant. The magnitude plot decreases with frequency, and there is a significant
phase lag at higher frequencies, indicating a sluggish response. The phase
margin is around 46.9°, suggesting some level of stability, but it may still
be prone to oscillations. A controller can help to improve the phase margin,
thereby enhancing stability and reducing response time.

Figure 4, the closed-loop step response comparison shows that the PSO-
based PID controller provides the best performance, achieving the fastest rise
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Figure 4 Closed loop step response comparison.

time, minimal overshoot, and quick steady-state response, making it highly
suitable for applications requiring precise and rapid control. The EFO-based
PID controller, while not as fast as PSO, offers a balanced performance with
a moderate rise time and overshoot, making it suitable for applications where
a slightly slower response is acceptable. In contrast, the IMC-based PID
controller has the slowest response and the highest overshoot, resulting in
a slower settling time, which makes it the least favourable option among the
three for applications that demand quick and stable control.

The respective values of closed loop step response of the given plant
using three different controllers have been presented in Table 2. The different
PID methods have different control characteristics shown in the closed-loop
response metrics. Among the PSO-based PID controllers, the best perfor-
mance is that of the shortest rise time of 1.26 seconds, the fastest settling
time at 14.61 seconds, and the lowest overshoot at 7.49%, which means a
very responsive and stable system. EFO-based PID regulator is slower, with
a rise time of 5.89 seconds and a settling time of 35.58 seconds but shows a
moderate overshoot of 11.68%, hence reasonably effective, even though it is
not as good as the PSO-based PID. The IMC-based PID controller gives the
slowest response with a rise time of 11.21 seconds, an extended settling time
of 110.29 seconds, and the highest overshoot at 36.28%, which indicates low
responsiveness and stability in comparison with other controllers.
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Table 2 Closed loop response metrics for different controllers
Performance Indices PSO EFO IMC

IAE 0.4505 2.0324  5.7759
ISE 0.1473  1.0037  3.7675
ITAE 0.9692 14610 11.2875
ITSE 0.0185 0.0427 25482

Table 3 Performance indices for different controllers
Performance Indices PSSO EFO IMC

Rise Time (s) 1.26 5.8988 11.21
Settling Time (s) 14.61 355804 110.29
Overshoot (%) 749  11.6839  36.28

The performance indices IAE, ISE, ITAE, and ITSE (Table 3) reflect the
control quality of each PID approach, with lower values indicating better
performance. The PSO-based PID controller has the lowest values across all
indices, suggesting superior control quality with minimal error and effective
disturbance rejection, making it the most precise and stable option. The EFO-
based PID controller shows moderate performance, with error values higher
than PSO but still lower than IMC, reflecting an acceptable but less refined
level of control. The IMC-based PID controller has the highest values for all
indices, indicating the largest error and least effective disturbance handling,
which aligns with its slower response and greater deviation from the desired
setpoint.

Figure 5 depicts the graph that compares the ITAE (Integral of Time-
weighted Absolute Error) performance of three controllers — PSO-based PID
(blue), EFO-based PID (red), and IMC-based PID (black) — over time. Since
the objective of the research presented in this article is to minimize the ITAE,
the PSO-based PID controller has been designed specifically to achieve the
lowest possible ITAE value. From the Figure 5, it’s evident that the PSO-
based PID controller achieves a significantly lower ITAE value right from
the beginning, reaching close to zero around 1.5 seconds and maintaining
minimal error throughout the time period. This proves that the PSO-based
PID controller reduces the error effectively and rapidly, finally achieving the
goal of the research. The EFO-based PID controller works fairly well; starting
from a higher ITAE value than PSO, it decreases it over time, and after a
certain period of time, it stabilizes around a lower value, not as low as PSO.
On the other hand, the IMC-based PID controller shows the highest value of
ITAE during the whole period of time. It decreases slowly as compared to
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Figure 5 Comparison of ITAE of the plant for different controllers (Blue line: Proposed;
Red Dashed line: EFO and Black Dashed — Dot line: IMC).

the other two controllers, which means less effective error minimization and
less efficient counteracting of disturbances. In general, the PSO-based PID
controller is most effective at minimizing ITAE and, hence, highly suitable for
the research objective here. The EFO-based PID gives moderate performance,
while the IMC-based PID is the least effective among the controllers in terms
of minimizing the ITAE. This analysis hereby duly confirms the desired goal
of the research to provide superior control quality via a minimal error over
time.

From the results provided and presented above, the PSO-based PID
controller consistently outperforms the EFO and IMC-based PID controllers
across all performance metrics, achieving the fastest response time, lowest
overshoot, and minimal error values (IAE, ISE, ITAE, ITSE). It shows the
most effective error minimization and control quality, particularly excelling
in ITAE reduction as seen in the objective-driven analysis. The EFO-based
PID controller offers moderate performance with higher error and slower
response than PSO, but it still performs better than IMC. The IMC-based
PID controller, with the slowest response and highest error values, is the least
effective, indicating it is less suitable for applications requiring precise and
rapid control. From the overall analysis, it has been observed that the PID
controller designed using PSO algorithm provides better control which makes
it an optimal choice among all the three controller tuning techniques.
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7 Conclusion & Future Scope

In conclusion, this research presented successfully demonstrates that alterna-
tive PID tuning techniques — specifically PSO, EFO, and IMC - can provide
effective control for plants with unknown ultimate parameters, where the
application of conventional methods like Ziegler-Nichols is not possible.
Among the methods implemented, PID controller based on PSO showed
the best overall performance in terms of the fastest rise and settling times,
smallest overshoot, and smallest values of errors in all indices and best in
terms of ITAE minimization, which is the prime objective of the present
study. The EFO-based PID controller provided satisfactory performance,
though less efficient than the PSO-based PID. The IMC-based PID con-
troller was stable but presented the slowest response and highest error values
among the three, thus being the least performing. The results prove that,
among these three different PID controllers, the one based on PSO is the
most appropriate method for plants without ultimate parameters, and it
presents a robust and efficient alternative to the conventional methods of PID
tuning.

The future scope of the proposed study focuses on advancing and refining
alternative PID tuning techniques for systems without ultimate parameters.
The study opens doors for applying the alternative techniques for tuning PID
controllers in plants where the controller cannot be tuned using conventional
methods. It would be promising to explore into the latest optimization tech-
niques such as the evolutionary algorithms or machine learning which can
make the controllers even more efficient, effective and adaptable.
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